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Monkeys were trained with food reinforcement in a chamber containing four groups of three
levers. For each session the monkey's task was to learn a new four-response chain by pressing
the correct lever in each group. A stable pattern of learning resulted, and the number of errors
reached a steady state from session to session. The technique was then used to determine how
various durations of timeouts, following errors, affected the acquisition of new chains. With
no timeout, the monkeys made a great many errors, due in large part to superstitious responses
within the reinforced chain. Timeout durations ranging from 1 sec to 4 min reduced the
number of errors substantially. A second experiment investigated the effects upon acquisition
errors of presenting a single light (an "instruction" stimulus) over the correct lever. When
this light did not influence the monkeys' responses to the three alternatives, the chains were
learned as without it. When the light did control responding, the monkey pressed the appro-
priate sequence of levers but did not learn the sequence. XThus, whefi the light was removed,
the monkey performed as if learning that sequence for the first time.
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The major goal of the present research was
to develop a new technique for the study of a
transition phenomenon, specifically the ac-
quisition of chains of behaviors. Behavioral
chains were selected for studying acquisition
for two reasons. First, many classical studies
of learning, such as maze learning or the
learning of a sequence of nonsense syllables,
have involved chains of behavior. Second,
present-day operant research on complex be-
havior often involves extended behavioral
chains. In such studies, the chains are often
established by some available method, and
then training proceeds until a steady-state
baseline is attained. The methods for establish-
ing the baseline behavior are rarely studied in

1A version of this paper was read at the 1963 meet-
ings of the American Psychological Association. Re-
prints may be obtained from John J. Boren, Experi-
mental Psychology Dept., Walter Reed Army Institute
of Research, Walter Reed Army Medical Center, Wash-
ington, D.C. 20012.

themselves, and the acquisition data often do
not appear in the published paper. The pres-
ent research 's a formal elaboration of the
beginnings of such steady-state experiments
and represents an attempt to explore some of
the variables which control the acquisition of
behavioral chains.
A second goal of the present research was

to develop a technique for studying acquisition
with an individual subject. In past studies of
behavior acquisition or learning, the experi-
mental design commonly required an inde-
pendent group of subjects for each value of
the independent variable. In contrast, studies
of steady-state behavior have often used indi-
vidual subjects and an experimental design
with the following characteristics: (1) each
individual subject serves under all experi-
mental conditions; (2) before any variables
are m4nipulated, the subjects are trained until
the behavior under study reaches a steady
state; and (3) the effect of an independent
variable is seen as a change in the steady state.
The "individual subject" design has several
important advantages over the more conven-
tional "independent groups" design, including
elimination of iptergroup variability, direct
behavioral measures of the individual per-
formance (versus statistical derivations), and
the direct applicability of the findings to the
behavior of the individual (cf. Sidman, 1960).
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In spite of these advantages, acquisition
phenomena have not usually been studied with
this design. There are several reasons. First, an
individual subject's initial acquisition of a
performance has often been deemed the im-
portant learning phenomenon. Since an indi-
vidual can learn a given problem for the first
time only once, each subject can serve under
only one experimental condition. Second, as
subjects learn such things as new response pat-
terns or new stimulus discriminations, their
behavior, far from being at a steady state, is
continuously in' transition. If a subject learns
the same or an equivalent problem a second
time, he typically relearns it more quickly and
with fewer errors. He is said to exhibit positive
transfer. Because of such transfer, a subject's
initial learning cannot serve as a control for
later learning. Third, without a steady state,
there is no stable baseline to be changed by
the manipulation of effective variables.
The present techniques were designed to

produce a steady state of relearning, thus by-
passing the above difficulties and retaining the
advantages of the individual subject design.
The approach was similar in certain respects
to the learning set studies by Harlow (1949),
and the behavioral technique was related to
the sequential response methods developed by
Jenkins (1927) and elaborated more recently
by Polidora (1963). A recent paper by Sidman
and Rosenberger (1967) is similar both in ap-
proach and in technique. In the present study,
each subject was trained to acquire different
but similar behavioral chains a large number
of times so that the pattern of learning and
the number of errors reached a steady state
from session to session. Then this steady state
of repeated acquisition was used as a baseline
to study timeouts for errors and a type of stim-
ulus control.

METHOD

Subjects
Three rhesus monkeys served. Their experi-

mental history included more than 100 sessions
of training in the chamber described below
on response chaining problems. The animals
received a maintenance diet of 70 Dietrick
and Gambrill lab food pellets (0.7 g) which
was earned (except on weekends) during the
experimental session. The only additional
food was an orange given in the home cage

after the session was over. Water was available
in the home cage at all times.

Apparatus
The experimental chamber was a metal box

measuring 2 ft in each dimension. Twelve
levers were mqunted in a line on one wall in
four groups of three. When a lever was pressed,
a relay mounted on the outside wall of the
chamber clicked. A pilot light was 2 in. above
each lever. Relays, timers, counters, and other
electromagnetic equipment controlled and re-
corded the experiment automatically.

Preliminary Training and
General Procedure

Preliminary training involved a number of
steps. (1) Each monkey was initially given a
food pellet for pressing any of the 12 levers.
(2) Next, the reinforcement was contingent
upon pressing any one of levers #10, 11, or 12
(the three levers on the monkey's right) when
the three pilot lights above these levers were
on. (3) Then, the reinforcement was contin-
gent upon a chain of two responses. With the
lights on over levers 7, 8, and 9, a press on
any of these levers moved the lights on to
positions 10, 11, and 12. Then, when the mon-
key pressed any of levers 10, 11, or 12, it re-
ceived a pellet. In the same way the chain was
gradually extended to include all four groups
of levers. (4) The next step was to reinforce
the four-member chain on a fixed ratio of two
(FR 2); i.e., the pellet was given after the
chain was completed twice. This was accom-
plished by plugging half the holes in a Forin-
ger pellet dispenser. The dispenser sounded
after every chaini. (5) Each lever in the chain
had to be pressed five times (FR 5). (6) Then,
when the monkey pressed an inappropriate
lever (a lever which was not beneath the pilot
lights), the incorrect response was followed by
a 15-sec timeout (TO). During TO (or SA) both
the pilot lights and the chamber illumination
were turned off, lever presses were ineffective,
and the reinforcement was unavailable. (7)
Next, responses on only specified single levers
from each set of three were reinforced. For
example, levers 2-5-8-11, and only those levers
in that sequence, had to be pressed to operate
the pellet dispenser. (8) Finally, the correct
sequence of lever presses was frequently
changed so that the monkey had to learn a
new sequence at the beginning of a session.
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For example, from session to session the cor-
rect sequence was changed at first from 2-5-8-11
to 1-5-8-11 (one lever changed), later from
1-6-8-11 to 2-6-9-11 (two levers changed), and
finally from 3-6-9-12 to 2-4-8-10 (all four levers
changed).
As a result of the above training, the mon-

keys eventually acquired the following base-
line behavior: at the start of every other session
the monkey had to learn which four levers
made up the reinforced chain. The first cor-
rect lever was always among the three on the
monkey's extreme left. The second correct
lever was among the next three from the left,
and so on as the monkey worked from left to
right. When the monkey pressed the correct
lever five times, the lights over the next group
of three levers came on. In the case of the
fourth group of levers, five presses on the cor-
rect lever operated the pellet dispenser, and
the lights again appeared over the first group
of levers. The pellet dispenser operated at the
end of every chain, but a pellet was delivered
only after every second operation. When the
monkey pressed an incorrect lever, the press
was immediately followed by a TO (lights
out). Any lever press during the TO started
the TO interval again. When the TO was over,
the pilot lights came back on over the same
levers upon which the incorrect response was
made, and the monkey could continue to re-
spond for food.
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The sequences of lever presses to be rein-
forced were carefully selected to be equivalent
in several ways. First, the sequence was
changed from session to session so that a cor-
rect lever from the previous session was not
repeated. Second, simple orders, such as the
first lever in each group of three, were avoided.
Third, within a set of six sequences, each lever
appeared equally often. An example of a typi-
cal set of six sequences is as follows: 3-5-9-11,
2-4-8-10, 1-5-7-11, 2-6-8-12, 3-4-9-10, and 1-6-7-12.

EXPERIMENT I. EFFECTS OF
TIMEOUT

This experiment investigated the effect of
the TO duration on the frequency of errors.
The experiment was carried out after the
monkeys had established a stable relearning
performance with a TO of 15 sec following
each error. Then, TO durations of 1, 15, 60,
and 240 sec were compared with no TO. The
order of study was as follows: no TO, 1 sec,
15 sec, 240 sec, 60 sec, and no TO. The se-
quence of required lever presses was changed
before every session. A session ended when the
monkey had received 70 pellets and thus had
performed the chain 140 times. From 8 to 13
sessions were devoted to stabilization on each
TO duration.
The results of this experiment were treated

quantitatively in terms of the number of times

_ No T.0.

No TO0.

MONKEY C

4 MimT.0.
15 Sec.TO.

:VA\ Min. TO.

10 20 30 40

I Sec. T.0.

50 60 70

Sessions

Fig. 1. Total presses on incorrect levers per session under each timeout duration (Monkey C). The ordinate is a
logarithmic scale to permit the plotting of a wide range of errors. Ten was added to each error score to avoid the
plotting of very small numbers on the log scale. T.O. = timeout.
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the monkey pressed a lever which was not part
of the reinforced chain. Such lever presses will
be referred to as nonreinforced or incorrect
responses, or more simply as errors. Figure 1
shows the total number of presses on incorrect
levers as Monkey C stabilized on each TO
duration. A major point illustrated by this
figure is that the acquisition behavior, as mea-
sured by the total number of errors under a
given TO duration, approached an asymptotic
level. Even though the monkey acquired a new
behavioral chain each session, the number of
errors it made in doing so was reasonably sta-
ble. The other monkeys produced data quite
similar to those in Fig. 1 and confirmed the

0

major conclusion that the monkeys had estab-
lished a stable state of relearning. Thus, one
objective of this study had been attained. The
features of the procedure important in estab-
lishing a stable state of relearning seem to be:
(1) a set of equivalent problems (lever se-
quences) to be learned, and (2) a sufficient
number of training sessions to produce sta-
bility.
The error levels shown in Fig. 1 changed

mainly when a TO of any duration was con-
trasted with no TO. For example, in the first
10 sessions with no TO following incorrect
lever presses, the total errors fluctuated around
2000 to 3000 per session. In the next nine ses-
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Fig. 2. Mean learning errors as a function of timeout duration. Only the first of a series of presses on an in-

correct lever was counted as an error. "Learning" errors were defined as errors occurring during the first five
reinforcements of the session. The means were computed over the last six sessions on a given TO duration. The
TO durations on the abscissa are on a logarithmic scale. No TO is labeled 0-sec TO. The points with large cir-
cles are for Monkey S, with small circles for Monkey C, and X's for Monkey M.
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REPEATED ACQUISITION OF CHAINS

sions, with a TO of only 1 sec following each
incorrect lever press, total errors were always
less than 60. The surprising finding is that TO
durations ranging up to 240 times longer have
little, if any, greater effect.
A closer analysis of the errors is provided in

Fig. 2 and 3. For these figures, only the first of
a series of presses on an incorrect lever was
counted. This counting procedure was de-
signed to handle a quantification problem
arising from the no-TO procedure. With no
TO, a monkey that pressed lever #1 incor-
rectly might press it 10 or more times before
switching to another lever. However, with a
TO the monkey's first press on an incorrect
lever immediately produced the TO stimulus

which terminated any further errors. Thus,
the error recording procedure for Fig. 2 and 3
made the errors for the TO and the no-TO
conditions more comparable. For Fig. 2 and 3,
the errors were also divided into "learning"
errors and "performance" errors. "Learning"
errors (Fig. 2) refers to the errors during the
first five food reinforcements of the session (10
times through a new response chain). This
criterion was selected because, when a TO
was used, the monkeys had largely acquired
the new chain by the tenth repetition. "Per-
formance" errors (Fig. 3) were made during the
final 65 reinforcements of the session.

In Fig. 2, the function relating TO duration
to learning errors is drawn for each of the
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Fig. 3. Mean performance errors as a function of timeout duration. Performance errors were defined as errors

occurring during the last 65 reinforcements of the session. As for Fig. 2, the data for Monkey S are plotted
with large circles and for Monkey M with X's. The function for Monkey C was almost on top of the functions
for Monkeys S and M and therefore is not shown to improve legibility.
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three monkeys. The largest number of learn-
ing errors occurred when there was no TO
(labeled 0-sec TO in the figures). Any duration
of TO, from 1 sec to 4 min reduced the num-
ber of errors substantially. The function de-
creased sharply from 0 to 1 sec and then ap-
peared to become asymptotic from 1 to 240
sec.

Experiments with TO duration as the inde-
pendent variable have been carried out by
Ferster and Appel (1961) and by Zimmerman
and Ferster (1963). In these studies, pigeons
were maintained on a matching-to-sample
baseline where incorrect matching responses
were followed by a timeout. When matching
accuracy was examined as a function of TO
duration, it was found that the function passed
through a maximum. Intermediate TO's (10
sec to 1 min) produced greater accuracy than
either very short TOs (0.5 sec to 1 sec) or very
long TOs (2 to 10 min). The function in Fig.
2 for learning errors shows greater effective-
ness of a brief TO and less disruption from a
long TO. However, a longer TO than was
used in the present study might well have
produced the disruption observed in the
matching-to-sample studies. There was some
evidence suggesting this, since one monkey
made many errors in a few sessions with the
240-sec TO and failed to complete these ses-
sions.

Figure 3 shows how the number of per-
formance errors during the last 65 reinforce-
ments varied as a function of the TO duration.
The function falls sharply between timeout of
0 sec and 1 sec and then levels off from 1 sec
through 240 sec. The form of the functional
relation in Fig. 3 is much the same as in Fig.
2. However, the absolute number of errors
in Fig. 3 differs from Fig. 2. As long as a TO
was used, the errors during the last 65 rein-
forcements were fewer than during the first
five reinforcements. However, without a TO,
the errors during the last 65 reinforcements
were substantially more. Thus, the monkeys
seem to have made errors late in the session
only when a TO was not used.
Two features of Fig. 2 and 3 require further

consideration. (1) Without a TO, the monkeys
made a relatively large number of incorrect
responses; furthermore, a great many of these
incorrect responses were made late in the ses-
sion. (2) Relatively few incorrect responses
occurred with any duration of TO from 1 sec

to 240 sec. One explanation of these results is
that the TO punishes inappropriate behavior.
There is good reason to believe that a TO can
be aversive and that it can suppress behavior
which produced it (Leitenberg, 1965; Azrin
and Holz, 1966). Thus, the reduced number of
errors found in this study whenever an error
produced a TO may be due to punishment by
the TOs. However, another mechanism of er-
ror reduction may also be involved. The other
mechanism was suggested by an analysis of the
errors made when no TO was used. The errors
were strikingly non-random from chain to
chain. Typical examples are illustrated in the
event recording on the left of Fig. 4. This
record was taken from the middle of a session
in which no TO was used and in which the
reinforced sequence of levers was 24-9-11.
This monkey systematically pressed levers
1-2-4-8-9-11 in that order. Responses on levers
1 and 8 were not part of the reinforced chain;
yet they intruded repeatedly and consistently.
Note, however, that even though the sequence
of levers 1-2-4-8-9-11 was needlessly long, it was
nevertheless followed by reinforcement. This
observation suggests a likely reason for the
excess responding: it was probably main-
tained adventitiously by the normal reinforce-
ments in the situation similar to the supersti-
tious behavior of pigeons observed by Skinner
(1948).
The record on the right of Fig. 4 shows the

typical behavior when a TO followed any
bar-press which was not part of the reinforced
chain. The monkey usually pressed only the
reinforced levers 2-4-9-11. The superstitious
chaining of other lever presses did not occur
when a TO followed errors. The TO was re-
lated to incorrect responses in the following
ways: (1) immediately after the incorrect lever
was pressed, the stimulus change marking the
TO occurred and further inappropriate be-
havior was abruptly halted. (2) Then, a delay
followed which automatically interposed a
temporal space between the incorrect response
and the next possible jeinforcement. In this
way adventitious reinforcement of the inappro-
priate behavior was averted, and the formation
of superstitious chains was made unlikely.

EXPERIMENT II. EFFECTS OF
"INSTRUCTIONAL" STIMULI

The second experiment was designed to de-
termine whether a type of stimulus control
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Fig. 4. Event recordings of typical behavior on the chaining procedure. Both records show 1-min segments of
Monkey S's performance in the middle of two sessions. The procedure for the panel on the right included a
1-sec timeout after an error. For the panel on the left, a timeout was not used. The reinforced sequence of levers
in both records was 2-4-9-i1.

would facilitate the acquisition of the behav-
ioral chain. A procedure was arranged which
was analogous to instructing a human subject,
step by step, exactly what to do. As each new

lever sequence was introduced, a single pilot
light (an "instruction" stimulus) was turned
on over the first correct lever. When the mon-

key pressed that lever, the first light went out
and another light was turned on over the next
correct lever, and so on until the entire re-

sponse sequence had been indicated to the
monkey. The experimental question was

whether the monkey would learn to make the
correct response chain as a result of repeated
exposure to this stimulus control procedure,
or whether the monkey would merely press
the lever under the stimulus without coming
under the control of the lever sequence itself.

Several important details of the procedure
were changed for Exp. II. Two paired sessions
were allotted for the acquisition of each new

lever sequence. During the entire first session,
a singlv light was turned on over each correct
lever, thus "instructing" the monkey to press
the lever below. During the second "non-

instructed" session, all three lights were on
over the group of three levers, and the experi-
mental issue was whether the monkey would
tend to respond correctly as a result of its past
history in the previous session.
As a control procedure, another group of

paired sessions was run in which the first
("learning") session was a non-instructed, nor-
mal session with three lights on over the appro-
priate three levers. The second ("relearning")
session was the same as the first. This control
procedure permitted comparison of the facili-
tative transfer from one normal session to the
next versus the transfer from an "instruction"
session to the next. Blocks of six paired sessions
were allocated to the study of both the in-
struction stimulus procedure and the control
procedure. A pair of sessions using instruction
stimuli was alternated with a pair using the
non-instructed control procedure.

Figure 5 summarizes the complete results
for Exp. II. The figure is constructed in the
following way. The left half contains the data
for Monkey C, the right half for Monkey S.
Each bar shows the total errors made in a
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session while the monkey was learning and
performing a certain sequence of lever presses.
For example, the first bar in the upper left
corner shows that Monkey C made 26 errors
learning the first response sequence (levers
3-5-9-1 1). The next adjacent bar shows that 18
errors were made on the second sequence (2-4-
8-10), and so on. Within every grouping of six
bars, the required lever sequences were identi-
cal.

Consider first the data for Monkey S in the
right half of Fig. 5. Compare the two groups
of bars in the upper right quadrant showing
the errors made without specific instruction
stimuli (i.e., when three lights were on over
three levers). Monkey S made less than one-
quarter as many errors during the second ses-
sions on a sequence (labeled "Relearning") as
it made during the initial sessions on that se-
quence (labeled "Learning"). The average
number of errors for the six learning sessions
was 191.8 while for the six relearning sessions
the average was 45.3. This difference, by the
Wilcoxon T test, was statistically significant at
the 0.05 level. Thus, without the benefit of
specific instruction stimuli, this monkey trans-

ferred a substantial part of the performance
acquired in the initial learning session over
to the second relearning session.
Monkey S's data from the stimulus control

procedure are in the quadrant on the lower
right in Fig. 5. During the first session on a
given sequence, the specific instruction stimuli
resulted in a small number of errors. An
average of 6.3 errors were made with specific
stimuli, compared with 191.8 errors made with
non-specific stimuli. It was clear, then, that the
single light over the correct lever was an effec-
tive stimulus that determined which lever
the monkey woul(d press.
The critical information in the experiment

emerged from the relearning sessions (with
three lights over the group of three levers). A
small number of errors in these sessions would
in(licate that the monkey had acquired the
behavioral chain from the instruction stimulus
procedure of the prior session. As may be
seen in Monkey S's bar graph on the extreme
lower right of Fig. 5, this was by no means the
outcome. Monkey S made an average of 190.3
errors (luring these sessions, a value which
closely approximates the 191.8 errors made
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Fig. 5. Number of errors made by Monkeys C and S during the experiment on instruction stimuli. The con-

struction of the figure is explained in the text.
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during the initial learning with non-specific
stimuli (three lights). The difference was non-
significant by the Wilcoxon test. Apparently,
then, Monkey S transferred nothing about the
response chain from the prior session with
specific stimuli, since the error rate was the
same as if it were acquiring the chain of lever
presses for the first time. The appropriate
interpretation seems to be as follows: with in-
struction stimuli Monkey S merely pressed the
lever under the light; thus when this specific
stimulus was no longer present, the monkey
could not emit the required lever sequence.

Since Monkeys C and M performed quite
similarly, the data for only Monkey C are
shown on the left half of Fig. 5. The first two
groups of bars in the upper left show how
many errors Monkey C made without specific
stimuli. Less than half as many errors were
made during the relearning sessions (12.8
errors) as were made during the learning
sessions (26.7 errors). The difference by the
Wilcoxon T test was statistically significant
at the 0.05 level. Thus, Monkey C (and
M) along with Monkey S, show that a sub-
stantial amount of the behavior acquired
in the initial session transferred over to
the second session. Although not presented
in Fig. 5, other experiments have shown
that the decrease from the second to the
third session is relatively small and that the de-
crease from the third to the fourth session is
very small indeed.
The errors made by Monkey C when specific

instruction stimuli were used are shown in the
quadrant on the lower left of Fig. 5. The
results were surprisingly similar to those ob-
tained from this subject with nonspecific
stimuli. On the first session of a new lever
sequence, Monkey C made an average of 23.7
errors with stimuli and 26.7 errors without
stimuli. No statistically significant difference
could be shown by the Wilcoxon T test. In
keeping with this finding, the number of errors
made in the relearning sessions after instructed
sessions (mean = 10.5 errors) were essentially
the same as after non-instructed sessions (mean
the above facts are considered together, one
= 12.8 errors). the difference was non-sig-
nificant by the Wilcoxon T test. When all of
the above facts are considered together, one ex-
planation seems to account for the findings:
Monkey C was not controlled by the instruc-
tion stimuli; or, more technically, the specific

stimuli did not determine the specific lever
Monkey C pressed. Instead, the specific single
light was functionally equivalent to the non-
specific three lights. Monkey C was merely
pressing one of the three levers in the group
beneath the single light in the same way as
when three lights were on. Besides the informa-
tion in Fig. 5, two other sources of information
confirm this interpretation. First, direct ob-
servation of Monkey C indicated that its eyes
were often not oriented toward the instruction
light. Second, and more important, misleading
instruction stimuli were later arranged in two
sessions where the light was not over the cor-
rect lever. For example, although lever 1 was
correct, a light would be on over lever 3; after
lever 1 was pressed five times, a light would
come on over lever 5, but lever 6 was correct,
etc. Monkey C's performance was not dis-
rupted by the fraudulent stimuli; instead, it
made the usual number of errors. The results
for Monkey M were essentially the same. On
the other hand, Monkey S made an unusually
large number of errors, as would be expected
from an animal that had learned to follow in-
struction stimuli.
This experiment was done twice, with the

second version being reported above. Al-
though the first version was marred by minor
technical errors, the overall conclusions were
identical. Therefore, additional confidence can
be placed in the results as described. The
reason why Monkeys C and M failed to follow
the instruction stimuli is unknown, but it is
probably to be found in the 100 or so sessions
of preliminary training. In any case, when
they entered the experiment, some monkeys
were controlled by the instruction stimuli
while others were controlled by the lever se-
quence.

In conclusion, then, the data for Monkeys
C and M demonstrate that the instruction
stimuli did not change the number of errors
made in relearning the four-response chain.
The reason in simple terms was that these
monkeys failed to follow the instructions. In-
stead, they learned the sequence of levers to be
pressed-which happened to be the exact per-
formance appropriate for the next session. On
the other hand, when the instruction stimuli
actually controlled the sequence of lever press-
ing as with Monkey S, the instructions did not
improve performance on the second session.
Although Monkey S followed the instructions
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and performed the appropriate response se-
quence, this monkey did not learn the se-
quence. In fact, this monkey performed as if it
were learning that lever sequence for the first
time.

DISCUSSION
The above experiments demonstrate the use

of an individual subject, serving as its own
control, to study the effects of variables upon
a transitional performance. Each individual
subject was trained until the transitions had
reached a stable level. Then this level could
be changed by manipulating relevant vari-
ables. The basic technique was to train each
subject repeatedly on different but equivalent
behavioral chains until the number of acquisi-
tion errors decreased to a stable and predict-
able level. tJsing this error level as a baseline
(analogous to the baseline rate of performance
generated by a schedule of reinforcement), the
effects of two procedural variables were
studied. These variables were the duration of
timeouts after errors and the presentation of
instruction stimuli. Instruction stimuli were
found to have little positive consequence.
However, the presentation of a timeout follow-
ing errors substantially reduced the error level.
Errors did not appear to be accidental or un-
controlled. "Correct" behavior in this experi-
ment referred to lever presses upon which the
reinforcement was contingent; thus, other
lever pressing was defined as "errors". This be-
havior seemed to be as precisely controlled as
the correct behavior. A major cause of errors
in this acquisition situation was simply the
accidental reinforcement of errors. The errors
could be easily chained superstitiously'into the

correct behavioral sequences. However, the
presence of a timeout after errors sharply re-
duced the superstitious chaining. In addition
to these specific results, the study illustrated
that the transitional behavior of acquisition
could be modified by the same variables in the
same way as steady-state operant behavior.
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